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Abstract

In this paper, we present a novel scheduling problem, the stem cell culturing problem (SCP), which is

identified in an attempt to improve the productivity of a manufacturing system producing a commercialized

autologous stem cell therapeutic product for treating an incurable disease. For a given therapeutic product

along with the corresponding manufacturing process, which is called the stem cell culture process, the SCP

is the problem of maximizing the number of produced units of a therapeutic product during a given horizon

while satisfying the operational constraints stem from unique characteristics of the stem cell culture process

and the related resources. After we formally define the SCP, we show that the SCP is NP-hard in the

strong sense. Then, we present an integer optimization model based on the concept of a daily mode. The

computational performance of the proposed model is analyzed with a general purpose integer optimization

software. Moreover, based on this model, we propose an efficient LP-based heuristic algorithm which yields

provably good solutions within a short time. Through computational experiments, we demonstrate that the

proposed algorithm is both effective and efficient in solving practically-sized instances.

Keywords: Stem cell culturing problem, Resource constrained scheduling, Integer optimization, LP-based

heuristic algorithm

1. Introduction

Stem cells refer to cells that have the capability to self-renew and differentiate into multiple types of cells

(National Institutes of Health, 2016). Due to the recent technological advances in isolating and culturing

stem cells, stem cell therapeutic products to treat incurable diseases have been being developed (Daley

& Scadden, 2008; Biehl & Russell, 2009; National Institutes of Health, 2016). A number of stem cell

therapeutic products are already approved for commercialization in various countries, and many studies are

at the late-stage of clinical trials (Syed & Evans, 2013; Corestem, 2018).

A stem cell therapeutic product is manufactured by culturing a small amount of stem cells isolated from

origin tissues extracted from a donor, and then injected to a recipient to treat a disease (Hipp & Atala, 2008;

National Institutes of Health, 2016). A stem cell therapeutic product is called autologous if the recipient

is the same person as the donor, which has been being developed for the treatment of cardiac diseases,

nervous system diseases, and so on (Syed & Evans, 2013; Corestem, 2018). Since it uses adult stem cells

that can be obtained from a patient’s own origin tissues (e.g., bone marrow) without the destruction of
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Figure 1: Autologous stem cell therapy procedure

human embryos, not only it can avoid the immunorejection, but also it is free from the ethical dilemma

(Volarevic et al., 2018). An autologous stem cell therapy for a specific disease, as illustrated in Figure 1,

starts with extracting a patient’s origin tissues (e.g., bone marrow extraction through a lumbar puncture)

in a hospital. The extracted origin tissues are delivered to a manufacturing facility where stem cells are

isolated from the origin tissues and cultured through a specially designed stem cell culture process. Finally,

the patient’s stem cell therapeutic product produced in the manufacturing facility is delivered to the hospital

and injected to the patient.

1.1. Stem Cell Culturing Problem

The main resource for the stem cell culture process is the incubator (a hardware device in which stem

cells are cultured under specially controlled conditions). A manufacturing facility is equipped with a number

of incubators (e.g., 20 incubators). An incubator is composed of a few chambers of possibly multiple types

in terms of the capacity which is defined as the maximum number of cell lots that can be accommodated at

the same time. A cell lot is a prespecified quantity of stem cells along with a certain amount of a growth

medium put in a container such as a flask. Figure 2 is an example of an incubator consisting of 6 chambers

of two types (two 24-lot chambers and four 18-lot chambers).

The stem cell culture process, which is approved by a regulatory agency, specifies the culturing duration

(the number of days, D), which is typically long (e.g., 29 days), together with the task for each culturing

day including dividing or re-dividing one patient’s stem cells into a prespecified number of cell lots, the

quality tests, and so on. The stem cell culture process begins on the first day (day 1) by dividing the isolated

stem cells into a prespecified number of cell lots, and putting them into a number of chambers. On each day

from day 2, the cell lots of each patient accommodated in a set of chambers are retrieved, and then again

put into a set of chambers, which is not necessarily the same set of chambers as before, after the required

task is done. On the last day (day D), the cultured stem cells of one patient are packaged into the patient’s

therapeutic product. The operational characteristics related to the culture process and the resources in the

manufacturing facility are as follows.
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Figure 2: An illustration of an incubator, chambers, and cell lots
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Figure 3: The number of cell lots on each culturing day
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(C1) (Non-preemptive process) The process must be executed according to the approved specifications. It

is not allowed to shorten the culturing period nor to cause a delay. Once the process for one patient

starts on day 1, it should be completed exactly on day D.

(C2) (Non-sharable resource) On each day of the culturing period, the cell lots of one patient can be put

into more than one chamber across several incubators. However, for safety reasons, each chamber

must accommodate at most one patient’s cell lots on each day. That is, even if a chamber has the

remaining capacity after accommodating one patient’s cell lots, it is not allowed to accommodate cell

lots of other patients.

(C3) (Multiple combinations of resources) Since there are (possibly) multiple types of chambers in terms

of the capacity, there are, in general, a number of combinations of chambers of different types to

accommodate a given number of cell lots for each culturing day due to (C2). For example, 35 cell

lots can be accommodated by two 24-lot chambers, or one 24-lot chamber and one 18-lot chamber,

or two 18-lot chambers.

(C4) (Time-varying resource demands and capacities) As the process proceeds, stem cells proliferate so

that the population density of a cell lot increases. To manage the population density, stem cells of each

patient are re-divided on specific days into a larger number of cell lots than before. The timing of the

re-divisions with the corresponding numbers of cell lots should follow the approved specifications. In

general, the number of cell lots of one patient for each culturing day can be regarded as a step function

over the culturing period. Figure 3 shows an example of such a function, in which the number of cell

lots jumps on each of the four days, i1, i2, i3, and i4. Therefore, the resource demands vary (more

precisely, monotonically increase) with time. The number of available chambers of each type may

also vary with time due to the scheduled maintenance of incubators.

In the previously described autologous stem cell therapy procedure (Figure 1), the specific date for the

first step (i.e., extracting a patient’s origin tissues) is chosen by a doctor considering the patient’s health

condition from the available dates in a production schedule, which we call the stem cell culture schedule,

provided by the manager of the manufacturing facility. Let us call a unit of the autologous therapeutic

product for one potential patient is admissible to the manufacturing facility on a specific day in a planning

horizon, if the culture process for it can start on the day and be completed within the planning horizon.

A stem cell culture schedule, which is planned by the manufacturing manager, specifies the number of

admissible units of the product for each day during a planning horizon (e.g., 6 months). That is, a doctor

makes a reservation for a patient by assigning one of available admissible units of the product in the stem

cell culture schedule to the patient.

In this paper, we study a novel scheduling problem, the stem cell culturing problem (SCP in short),

which is described as follows. For a given therapeutic product for a specific disease along with the specifi-

cations of the corresponding stem cell culture process, the SCP is the problem of finding a stem cell culture

schedule that maximizes the number of admissible units of the product during a given planning horizon

while satisfying the operational characteristics, (C1) – (C4), related to the culture process and the resources

in a given manufacturing facility. An increased number of admissible units during a given horizon means

more patients can be treated over the same time periods. It also means higher throughput and reduced pro-

duction cost per unit of the manufacturing facility, which leads to a reduced price for a therapeutic product

(cf., the current price of one unit for a nervous system disease is around tens of thousands of dollars). There-

fore, maximizing the number of admissible units during a given horizon directly contributes to improving
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the productivity as well as the service level of a medical system providing a commercialized autologous

stem cell therapy.

In this study, we propose an integer optimization model and an efficient solution method for the SCP. As

far as we know, our study is the first one that considers a scheduling problem arising in the emerging stem

cell therapy industry. The rest of the paper is organized as follows. We first review the related literature

and summarize the contributions of our study in section 2. In section 3, the computational complexity of

the SCP is analyzed, and an integer optimization model for the SCP is presented. Then, we propose an LP-

based heuristic algorithm in section 4. The computational performance of the integer optimization model

and the heuristic algorithm is reported and discussed in section 5. Finally, concluding remarks are given in

section 6.

2. Literature Review and Contributions

2.1. Literature Review
To the best of our knowledge, scheduling problems which have the same characteristics as those of the

SCP have not been addressed in the existing literature. However, a few classes of problems sharing some of

the characteristics of the SCP can be found in the literature.

Consider a special case where the culturing duration of the given stem cell culture process is one day

(i.e., D = 1). For this special case, the SCP is reduced to the problem of selecting as many chamber

combinations as possible while satisfying the number of available chambers of each type, which can be

formulated as a multi-dimensional integer knapsack problem (Kellerer et al., 2004). However, scheduling

problems with similar characteristics to those of the SCP have mainly been considered in the context of the

resource constrained project scheduling problem (RCPSP).

For a given project consisting of a number of non-preemptive activities and multiple types of resources,

the standard RCPSP is the problem of scheduling activities of the project so as to minimize the makespan

subject to precedence relations between activities and resource availability constraints, which is shown to

be strongly NP-hard by Blazewicz et al. (1983). The standard RCPSP and its practical extensions have been

actively studied for over 50 years. For comprehensive reviews, we refer the readers to, for example, Brucker

et al. (1999), Herroelen et al. (1998), Herroelen (2005), Kolisch & Padman (2001), Hartmann & Briskorn

(2010), Wȩglarz et al. (2011), Schwindt & Zimmermann (2015), and Hartmann & Briskorn (2022). Among

many important extensions of the standard RCPSP, more closely related with the SCP are the multi-mode

RCPSP (Wȩglarz et al., 2011; Mika et al., 2015) and the RCPSP with time-varying resource demands and

capacities (Hartmann, 2013, 2015).

In the context of the RCPSP, a mode is defined as a specific way of processing an activity, which is

characterized by the processing duration of the activity (the number of time periods) and the corresponding

resource requests (the number of required units of each resource for each time period during its processing

duration). The multi-mode RCPSP is an extension of the standard RCPSP in which each activity of a project

can be processed in one of given several different modes which reflect time-cost, time-resource, or resource-

resource trade-offs. As far as we know, Pritsker et al. (1969) first considered multiple modes for an activity,

which they called alternative methods (or resource combinations). Since then, the multi-mode RCPSP has

been broadly studied. A few integer optimization models have been proposed (Talbot, 1982; Maniezzo &

Mingozzi, 1999), and exact as well as heuristic algorithms have been devised (Talbot, 1982; Hartmann &

Drexl, 1998; Hartmann, 2001; Zhu et al., 2006). The most up-to-date and comprehensive review on the

multi-mode RCPSP can be found in Mika et al. (2015).

In the standard RCPSP as well as the multi-mode RCPSP, it is basically assumed that the amount

of each resource required to process an activity for each time period during its processing duration and
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the available amount of each resource for each time period are constant. The RCPSP with time-varying

resource demands and capacities (RCPSPt) is an extension of the standard RCPSP where the resource

demand of an activity and the capacity (available amount) of each resource may vary over time (Hartmann,

2013, 2015). Compared to other extensions of the standard RCPSP, there have been fewer studies on the

RCPSPt. Bartusch et al. (1988) showed that the RCPSPt can be transformed to the RCPSP with constant

resource demands and capacities by splitting activities and imposing additional constraints which are called

the generalized precedence constraints. Cavalcante et al. (2001) studied a labor constrained scheduling

problem where the labor demand varies as a job is processed. Möhring & Uetz (2003) considered the time-

varying resource requests in an application arising in the chemical industry. Hartmann (2013) formally

defined the RCPSPt and presented its application to the medical research project. For reviews on the recent

studies on the RCPSPt, we refer the readers to Hartmann & Briskorn (2010) and Hartmann (2015).

In view of the operational characteristics (C2) and (C3), the SCP has the characteristics of the multi-

mode RCPSP with resource-resource trade-off. That is to say, the stem cell culture process for one admissi-

ble product can be viewed as an activity of a project which can be executed in one of a number of different

modes: a sequence of D combinations of chambers corresponds to one mode for an activity, where the ith
element of the sequence corresponds to a combination of chambers, which specifies the number of cham-

bers for each type, to accommodate the cell lots on the ith culturing day. In the literature of the multi-mode

RCPSP with resource-resource trade-off, most of the previous studies have considered a small number of

modes (less than 5) for each activity (cf., Mika et al. (2015)). However, there exist exponentially many

modes (sequences of D combinations of chambers) in the SCP even though the number of combinations for

each culturing day is small: only two combinations of chambers for each culturing day lead to 2D modes.

There have been a few studies on a special case of the multi-mode RCPSP, the so-called multi-skill

project scheduling problem, in which a mode for an activity is defined as a subset of the given finite number

of unary resources so that there may exist an exponential number of modes for each activity (cf., Drezet

& Billaut (2008) and Li & Womer (2009)). In the multi-mode RCPSP, a non-sharable resource whose

availability for each time period is limited to one unit is called unary (or disjunctive). A typical example

of a unary resource is each one of a pool of personnel who can not be assigned to two or more activities at

the same time. In Li & Womer (2009), each activity with a specified processing duration requires multiple

skills, and each skill requires one individual selected from a pool of personnel who has the skill. Hence,

a mode for an activity is defined as a set of individuals which collectively meets the skill requirement of

the activity. In Drezet & Billaut (2008), a mode for an activity is similar to that considered in Li & Womer

(2009), but the assigned set of individuals to an activity for one period can be different from those for the

other periods during its processing duration. Both studies are similar to the SCP in that a mode for an

activity is defined as a combination (or a sequence of combinations) of discrete resources. However, they

differ from the SCP: only unary resources are considered and the resource demand is given as the number

of units of resources, whereas, in the SCP, each type of chamber is not a unary resource and the resource

demand is not defined as the number of chambers.

In view of the operational characteristic (C3), the SCP also has the characteristics of the RCPSPt as well

as those of the multi-mode RCPSP with resource-resource trade-off. As far as we know, Drezet & Billaut

(2008), which is already mentioned before, is the only previous study that considers resource-resource

trade-off and time-varying resource demands. In this study, the number of required workers for an activity

may vary over its processing duration. However, it is limited to unary resources.

Most of all, in the context of the RCPSP, all activities of a project must be scheduled, whereas the SCP

aims to schedule as many stem cell culture processes (corresponding to activities of a project in the RCPSP)

as possible within a given horizon. If the stem cell culture process of one admissible unit is regarded as a
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project rather than an activity of a project, this characteristic of the SCP can be found in the multi-project

scheduling problem, where the projects to be carried out are selected from a set of candidate projects and

the schedules of all activities of the selected projects are determined simultaneously (cf., Kolisch & Meyer

(2006), Chen & Askin (2009), and Shariatmadari et al. (2017)). As far as we know, Kolisch & Meyer

(2006) is the only previous study that considers a multi-project scheduling problem with multiple modes for

activities. However, they considered multiple modes to reflect time-resource trade-off, not resource-resource

trade-off.

2.2. Contributions
From the point of view of practical applications, we identify and present, for the first time, a novel

scheduling problem, the SCP, arising in the emerging stem cell therapy industry. Our study on the SCP also

contributes to the efficient operation of manufacturing systems producing autologous stem cell therapeutic

products. As the stem cell therapy industry is in its early stage and is expected to grow, our study can serve

as a starting point for future studies on the design and operation of manufacturing and service systems for

providing autologous stem cell therapies.

This study also contributes to the existing literature on resource constrained scheduling problems from

the point of view of models and solution methods. As reviewed in section 2.1, the SCP has similar charac-

teristics to those of the multi-mode RCPSP and RCPSPt. However, as far as we know, there have been no

previous studies which simultaneously consider 1) resource-resource trade-off with non-sharable non-unary

resources, 2) the resource demand which is not given as the number of units of resources, and 3) time-

varying resource demands and capacities. Our study fills this gap in the existing literature. The detailed

contributions are summarized as follows.

• The computational complexity of the SCP is analyzed. Since the SCP is the problem of maximizing

the number of identical activities with no precedence relations which can be completed during a

given horizon, it may seem that the SCP is simpler and easier to solve than other scheduling problems

studied in the context of the RCPSP. However, we show that the SCP is strongly NP-hard in general.

• We present an integer optimization model for the SCP which is based on the concept of a daily mode.

The computational performance of the model including the strength of upper bounds provided by its

LP-relaxation is analyzed with a general purpose integer optimization software.

• We propose an efficient LP-based heuristic algorithm which yields provably good solutions quickly.

Through computational experiments, we demonstrate that the proposed algorithm is both effective

and efficient in solving practically-sized instances.

3. Computational Complexity and Mathematical Formulation

Prior to presenting an integer optimization model for the SCP which has been described in section 1.1,

we define parameters and sets to be used to formally state the problem. Recall that the SCP is the problem

of maximizing the number of units of the given therapeutic product that can be produced during a given

planning horizon while satisfying the operational characteristics (C1) - (C4).

First, the planning horizon of the SCP is discretized into τ time periods, each of which corresponds to

one day, and let T := {1, . . . , τ} be the set of days of the planning horizon. For the given specifications of

the culture process of the given therapeutic product, the required number of days (the culturing duration)

for each unit of the product is D days. Let I := {1, . . . ,D} be the set of days of the culturing duration.

Recall that li for each i ∈ I denotes the number of cell lots on the ith culturing day, which is non-decreasing
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Figure 4: Graphical illustration of a solution of an instance of Example 3.1.

as shown in Figure 3. A manufacturing facility is equipped with a number of incubators, each of which

consists of chambers of (possibly) different types in terms of the capacity. Let n be the number of different

types of chambers over all the given incubators, and let R := {1, . . . , n} be the set of types of chambers.

For each r ∈ R, the capacity of a chamber (the maximum number of cell lots that can be accommodated

at the same time) is denoted as cr. The number of chambers of each type may vary over time, so we let

art be the number of available chambers of type r on day t, for all r ∈ R and t ∈ T . Since the culture

process requires D days, any unit of the product can not be admissible from day τ−D+2. Hence, we define

T := {1, . . . , τ − D + 1}, the set of days on which the culture process for any admissible unit of the product

must start. To facilitate a better understanding of the SCP, a simple but illustrative instance of the SCP is

given as follows.

Example 3.1. Suppose that the planning horizon is set to τ = 10 days, i.e., T := {1, . . . , 10}, and that the
given culture process requires D = 3 days, i.e., I := {1, 2, 3} and T := {1, . . . , 8}. The number of cell lots
on culturing days are given as l1 = 10, l2 = 25, and l3 = 75. Two incubators are available, each of which
consists of four 18-lot chambers and two 24-lot chambers. That is, two types of chambers are available,
i.e., n = 2, R := {1, 2}, c1 = 18, and c2 = 24. We assume that all the chambers are available for the entire
planning horizon. Hence, a1t = 8 and a2t = 4 for all t ∈ T.

Figure 4 graphically shows a feasible solution of the instance of the SCP given in Example 3.1. The

lower grid consists of 8 rows where each row represents one 18-lot chamber. Each of the 4 rows of the

upper grid represents one 24-lot chamber. Each column of the grid corresponds to one day in the planning

horizon. The number indicated in each square shows the unit number which occupies a chamber. That is,

a square without any numbers is a vacant chamber. For example, the culture process of unit 3, which starts

on day 2, occupies one 18-lot chamber (cf., l1 = 10) on its first culturing day (day 2), two 18-lot chambers

(cf., l2 = 25) on its second culturing day (day 3), and two 18-lot chambers and two 24-lot chambers (cf.,

l3 = 75) on its last culturing day (day 4). Each column shows the status of occupancy of chambers on each

day in the planning horizon. For example, on day 2, each of the three units (1, 2, and 3) occupies one 18-lot

chamber, and two 24-lot chambers are occupied by unit 1 and unit 2. The objective value of the feasible

solution shown in Figure 4 is 13, and in fact it is an optimal solution of the example instance.
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Now, we analyze the computational complexity of the SCP. It may seem that the SCP has a simpler

structure compared to other resource constrained scheduling problems. However, it can be shown that the

SCP is NP-hard in the strong sense.

Theorem 3.1. The SCP is strongly NP-hard.

Proof. We show that every instance of the well-known 3-PARTITION problem, which is NP-complete in

the strong sense (Garey & Johnson, 1979), can be solved by solving an instance of the SCP. An instance of

3-PARTITION consists of a finite set A of 3m elements, a bound B ∈ Z+, and a weight w(a) ∈ Z+ for each

a ∈ A such that B/4 < w(a) < B/2 and
∑

a∈A w(a) = mB. The problem is to determine whether A can be

partitioned into m disjoint subsets, S 1, S 2, . . . , S m, such that
∑

a∈S i w(a) = B for 1 ≤ i ≤ m (Note that each

subset must contain exactly three elements).

For any given instance of 3-PARTITION, let γ be the number of distinct weights of elements. Then,

A can be partitioned into γ disjoint subsets, A1, A2, . . . , Aγ, each of which contains those elements of A
having the same weight. Let w(Ar) be the weight of the elements in Ar for each r = 1, · · · , γ. Now the

corresponding instance of the SCP can be constructed as follows. First, set the planning horizon τ = 1, and

the culturing duration D = 1 with l1 = B. Then, set n = γ, and set cr = w(Ar) for each r ∈ R := {1, . . . , n}.
Finally, set art = |Ar | for each pair of r ∈ R and t ∈ T . From the construction of the instance of the SCP, the

objective value of a solution can not exceed m, so that the answer to the given instance of 3-PARTITION is

affirmative if and only if the optimal objective value of the SCP is m. Therefore, the result follows.

Now, we present an integer optimization model which is based on the concept of a daily mode. A daily

mode p for the ith culturing day is defined as a combination of chambers which is enough to accommodate li
cell lots, and it is represented by an n-dimensional nonnegative integer vector vp that satisfies the following

capacity requirement constraint (1) for the ith culturing day.

∑

r∈R

crv
p
r ≥ li, (1)

where vp
r represents the number of chambers of type r used by daily mode p. As mentioned in section 2.1, in

the existing literature of the RCPSP, the terminology ‘mode’ is used to refer to a specific way of processing

an activity of a project. A daily mode is a similar concept to a ‘mode’ in the RCPSP in that it specifies one

option to process some given task (the task of the culturing process on one specific culturing day). However,

if the culture process for one unit of the product is regarded as an activity of a project in the context of the

RCPSP, a sequence of D daily modes corresponds to one ‘mode’ for the activity, which means that a daily

mode is a part of one ‘mode’. Therefore, we used the terminology ‘daily mode’ rather than just ‘mode’.

To formulate an integer optimization model, we use integer variables each of which represents the

number of times that a daily mode is used on some culturing day. Note that the capacity requirement

constraint (1) for each culturing day is a part of the constraints of the SCP that should be satisfied in deciding

the number of chambers of each type to be used on each culturing day for the culture process of one unit.

Therefore, a daily mode can be interpreted as a combinatorial structure that satisfies a part of the constraints

of the SCP. Such combinatorial structures relevant to given problems have been frequently used as decision

variables to formulate integer optimization models. The primary purpose of those formulations is to obtain

stronger LP-relaxation, and hence better performance in a branch-and-bound based algorithm (Vanderbeck

& Wolsey, 2010). Examples can be found in various optimization problems: a feasible cutting pattern in

the cutting stock problems (Gilmore & Gomory, 1961; Arbib & Marinelli, 2014), a feasible delivery route

in the vehicle routing problems (Desrochers et al., 1992; Li et al., 2019), a feasible sequence of flights in
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Figure 5: An example of minimal daily modes for two types of chambers (four 18-lot chambers and two 24-lot chambers) when

the number of cell lots is 40.

the airline scheduling problems (Vance et al., 1997; Parmentier & Meunier, 2020; Cacchiani & Salazar-

González, 2020; Breugem et al., 2022), a feasible trip sequence for the planning of train units (Gao et al.,

2020), a job schedule for a machine in the parallel machine scheduling problems (van den Akker et al.,

1999; Wang et al., 2018), to name a few. For an extensive list of references, we refer the readers to Barnhart

et al. (1998), Desaulniers et al. (2005), and Vanderbeck & Wolsey (2010).

Suppose that we have four 18-lot chambers and two 24-lot chambers and the number of cell lots on a

specific culturing day is 40. Consider a daily mode p for the culturing day with two 18-lot chambers and

one 24-lot chamber, i.e., vp = (2, 1). Note that a chamber combination with one 18-lot chamber and one

24-lot chamber is another daily mode for the culturing day, which uses one less 18-lot chamber. Hence,

daily mode p has a superfluous chamber (i.e., one 18-lot chamber). To maximize the number of admissible

units during the planning horizon, we do not have to use more chambers than necessary. Therefore, not all

but daily modes with no superfluous chamber are sufficient to formulate our integer optimization model for

the SCP. We call a daily mode with no superfluous chamber minimal, which is formally defined as follows.

Definition 3.1. For a given daily mode p with the corresponding vp ∈ Z
n
+, p is minimal if cs(v

p
s − 1) +∑

r∈R\{s} crv
p
r < li for some s ∈ R such that vp

s > 0.

Figure 5 shows the minimal daily modes with four 18-lot chambers and two 24-lot chambers when the

number of cell lots is 40 (li = 40). Note that there is no minimal daily modes other than the three daily

modes shown in the figure.

Let P(i) be the set of all the minimal daily modes for the ith culturing day for each i ∈ I. For each

t ∈ T , we define P(i, t) as the set of minimal daily modes for the ith culturing day of the culturing process

started on day t, i.e., P(i, t) := {p ∈ P(i) : vp
r ≤ ar(t+i−1), ∀r ∈ R} for each i ∈ I. The integer variable λpit,

which we call a daily mode variable, represents the number of times that daily mode p ∈ P(i, t) is used on

the culturing day i ∈ I for the units of the product whose culture processes start on day t ∈ T . The integer

variables zt represents the number of selected units whose culture processes start on day t ∈ T . Using these
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variables, our integer optimization model for the SCP, which we call PDM, is formulated as

(PDM) maximize
∑

t∈T

zt (2)

subject to zt =
∑

p∈P(i,t)

λpit ∀ i ∈ I, t ∈ T , (3)

∑

i∈I

∑

p∈P(i,t−i+1)

vp
r λpi(t−i+1) ≤ art ∀ r ∈ R, t ∈ T, (4)

zt ∈ Z+, ∀ t ∈ T ,

λpit ∈ Z+ ∀ p ∈ P(i, t), i ∈ I, t ∈ T .

The objective function (2) is to maximize the number admissible units during the planning horizon. Con-

straints (3) ensure that the number of units started on each day t ∈ T , zt, should be equal to the number of

times that daily modes are used on their ith culturing day,
∑

p∈P(i,t) λpit, for all i ∈ I. Constraints (4) mean

that the total number of chambers of type r used by daily modes for all the selected units whose culture

processes are in progress on day t should not exceed the number of available chambers of the same type,

for all r ∈ R and t ∈ T . Note that, on day t, the culture process started on day t − i + 1 is on its ith culturing

day. Hence, if t − i + 1 < 1 or t − i + 1 > τ − D + 1, P(i, t − i + 1) is regarded as an empty set.

In theory, there may exist an exponential number of minimal daily modes for each culturing day when

n (the number of types of chamber) is large, so that it is not viable to enumerate minimal daily modes in

advance. However, in practice, the number of types of chamber in a manufacturing facility is small (e.g.,

2 types), and the number of minimal daily modes is also small (2 - 5 daily modes for each culturing day).

Although the number of minimal daily modes is small, as will be shown in the computational experiments,

it is not easy to find optimal solutions within a small amount of time for large-sized instances (e.g., 6-month

or 1-year horizon) by solving PDM directly using one of state-of-the-art optimization softwares. Therefore,

in the next section, we propose a heuristic algorithm to find good quality solutions quickly based on optimal

solutions to the LP-relaxation of PDM.

4. LP-Based Heuristic Algorithm

The proposed heuristic algorithm makes use of optimal solutions of the LP-relaxation of PDM and

consists of the following two steps. In the first step, we first construct an integer solution based on the

rounded-down LP solutions of the daily mode variables. The idea is that we can expect that daily modes with

positive LP solution values are more likely to be used in an optimal culture schedule than other daily modes.

We then consider the remaining problem where the available number of chamber has been appropriately

updated after assigning chambers according to the integer solution obtained in the first step. In the second

step, an improved integer solution is constructed by iteratively assigning remaining chambers to possible

units in a greedy manner until no further improvement is possible. We first describe the basic LP-based

heuristic algorithm in section 4.1, then present an improved heuristic algorithm in section 4.2.

4.1. Basic LP-based Heuristic

The overall procedure of the basic LP-based heuristic algorithm is described in Algorithm 1, which

consists of four parts, i.e., initialization (lines 1 - 2), constructing an initial solution (lines 3 - 4), updating

the availability of chambers (lines 5 - 8), and finding an improved solution (lines 9 - 11).

11



Algorithm 1: BasicLPbasedHeuristic

1 Q(i, t) ← list of daily modes in the set P(i, t) sorted in ascending order of loss, ∀i ∈ I, i ∈ T
2 Q ← {Q(i, t) : ∀i ∈ I, t ∈ T }
3 Solve the LP-relaxation of PDM and get an optimal solution (λLP, zLP)

4 (λRA, zRA) ← RoundAdjust(λLP,Q)

5 ârt ← 0, for all r ∈ R and t ∈ T
6 for r ∈ R and t ∈ T do
7 ârt ← art −∑i∈I

∑
p∈P(i,t−i+1) vp

r λ
RA
pi(t−i+1)

8 end
9 (λAG, zAG) ← Augment(â,Q)

10 λH ← λRA + λAG, zH ← zRA + zAG

11 return (λH , zH)

Prior to a detailed explanation of the algorithm, we define the loss of a daily mode p ∈ P(i, t) for each

pair of i ∈ I and t ∈ T as the unused capacity of the daily mode, i.e., (
∑

r∈R crv
p
r ) − li. For each i ∈ I and

t ∈ T , let Q(i, t) be the sorted list of daily modes of P(i, t) in ascending order of the loss of each daily mode

of which the dth element is denoted as Q(i, t)[d], for d = 1, . . . , |P(i, t)|. We also let Q be the collection of

all of those sorted lists. In the first part of BasicLPbasedHeuristic (initialization), the sorted lists, Q(i, t) for

all i ∈ I and t ∈ T , and the collection of those sorted lists, Q, are constructed.

Next, in the second part, after solving the LP-relaxation of PDM to obtain an optimal LP solution

(λLP, zLP), an integer solution (λRA, zRA) is constructed based on the rounded-down values of λLP using

RoundAdjust procedure, which is described in Procedure 1. Note that �λLP	 may not yield a feasible inte-

ger solution, where �λLP	 be the integer vector obtained by rounding down every component of λLP, since

constraint (3) can be violated, i.e., the number of daily modes used on the jth culturing day for units started

on day t,
∑

p∈P( j,t)�λLP
p jt	, may not be the same as that on some other culturing day i ∈ I \ { j}. To construct

a feasible integer solution from �λLP	, we compute the minimum number of units whose culture processes

can start on day t, zRA
t := mini∈I

∑
p∈P(i,t)�λLP

pit	, for each t ∈ T (line 3 of Procedure 1). Then, for each pair of

t ∈ T and i ∈ I, we assign daily modes to be used on the ith culturing day for zRA
t units started on day t. To

do that, each daily mode p ∈ P(i, t) is considered, one by one, in the order stored in the list Q(i, t), and set

λRA
pit := �λLP

pit	 until
∑

p∈P(i,t) λ
RA
pit is equal to zRA

t (lines 5 - 10 of Procedure 1).

Then, in the third part, we update the number of available chambers of each type to prepare for the

next part. Let ârt be the number of available chambers of type r that can be used on day t after assigning

chambers of each type according to λRA, which can be computed as art − ∑i∈I
∑

p∈P(i,t−i+1) vp
r λ

RA
pi(t−i+1)

for

each r ∈ R and t ∈ T .

Finally, in the fourth part, we examine whether additional units can be produced with those residual

chambers over the planning horizon using Augment procedure, which is described in Procedure 2. The idea

is to repeatedly find and add additional units using those residual chambers in a greedy manner: repeatedly

find the maximum number of additional units (π) with the corresponding day t̂ over all t ∈ T on which

those π units can start their culture processes, and add those π units on day t̂. In Augment(â,Q) procedure,

π is heuristically computed. For each planning day t ∈ T and culturing day i ∈ I, we first compute wit,

which represents the number of additional units that can be accommodated in the residual chambers on the

ith culturing day if their culture processes start on day t (lines 5 - 12 of Procedure 2). Suppose that the

current availability of chambers is given as ārt for all r ∈ R and t ∈ T . A daily mode p ∈ P(i, t), for the

12



Procedure 1: RoundAdjust(λLP,Q)

1 λRA ← 0, zRA ← 0
2 for t ∈ T do
3 zRA

t ← mini∈I
∑

p∈P(i,t)�λLP
pit	

4 for i ∈ I do
5 target ← zRA

t
6 for d := 1, . . . , |P(i, t)| do
7 p ← Q(i, t)[d]

8 λRA
pit ← min{target, �λLP

pit	}
9 target ← target − λRA

pit

10 end
11 end
12 end
13 return (λRA, zRA)

ith culturing day of a unit started on day t, can be used up to minr∈R�ār(t+i−1)/v
p
r 	. Hence, to compute wit,

each daily mode p ∈ P(i, t) is considered, one by one, in the order stored in the list Q(i, t), and increase

wit by minr∈R�ār(t+i−1)/v
p
r 	, then update ār(t+i−1) for all r ∈ R. Then, for each day t ∈ T , the number of

units that can be added on the day can be computed as mini∈I wit. After that, π = maxt∈T̄ mini∈I wit with the

corresponding t̂ is computed (line 13 of Procedure 2). Note that it is guaranteed that π additional units can

be produced by starting the culture process on day t̂ under the given availability of chambers. After adding

π units to the current feasible solution (λAG, zAG), we update the availability of chambers, i.e., ârt (lines 15 -

27 of Procedure 2). The whole steps are repeated until no more additional units can be accommodated, i.e.,

π = 0. The final heuristic solution (λH , zH) is obtained, at line 10 of BasicLPbasedHeuristic, by combining

feasible solutions (λRA, zRA) and (λAG, zAG).

4.2. Improvements

For a small-sized instance, BasicLPbasedHeuristic algorithm may find a good solution. For example,

for the small instance given in Example 3.1, it found a solution with its objective value being equal to 12 (cf.,

the optimal objective value is 13). However, as will be shown in the computational results, BasicLPbased-

Heuristic algorithm does not perform well in finding good quality feasible solutions possibly because it

works in a greedy manner. Hence, in this subsection, we present an improved LP-based heuristic algorithm

employing two strategies to improve the solution quality for the large-sized practical instances.

4.2.1. Introduction of the greed coefficient α
Recall that Procedure 2, Augment(â,Q), adds as many units as possible given residual chambers at each

iteration. This is where the greedy nature comes in. However, it is often the case that in various scheduling

problems, if the resource consumption in the process of an algorithm is too greedy, the quality of resulting

solutions become poor. To remedy this, we introduce the greed coefficient α (0 < α ≤ 1) that controls the

level of greed. A modified version of Procedure 2, ControlledAugment(â,Q, α), is devised by replacing

line 15 of Augment(â,Q) with

zAG
t̂ ← zAG

t̂ +max{1, �απ	}.
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Procedure 2: Augment(â,Q)

1 λAG ← 0, zAG ← 0
2 repeat
3 wit ← 0 , ∀i ∈ I, t ∈ T
4 ā ← â
5 for t ∈ T and i ∈ I do
6 for d := 1, . . . , |P(i, t)| do
7 p ← Q(i, t)[d]

8 temp ← minr∈R�ār(t+i−1)/v
p
r 	

9 for r ∈ R do ār(t+i−1) ← ār(t+i−1) − vp
r × temp

10 wit ← wit + temp
11 end
12 end
13 π← maxt∈T mini∈I wit, t̂ ← argmaxt∈T mini∈I wit

14 if π � 0 then
15 zAG

t̂ ← zAG
t̂ + π

16 for i ∈ I do
17 target ← π
18 for d := 1, . . . , |P(i, t)| do
19 p ← Q(i, t)[d]

20 temp ← min{target,minr∈R�âr(t̂+i−1)/v
p
r 	}

21 λAG
pit̂ ← λAG

pit̂ + temp

22 for r ∈ R do
23 âr(t̂+i−1) ← âr(t̂+i−1) − vp

r × temp
24 end
25 target ← target − temp
26 end
27 end
28 end
29 until π = 0

30 return (λAG, zAG)
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Note that, even if π ≥ 1, �απ	 can be 0 for some 0 < α ≤ 1. Hence, we add at each iteration max{1, �απ	}
instead of �απ	 for finite termination. As α increases, the number of added units at each iteration increases.

If we set α = 1, then the modified procedure is the same as Procedure 2. Our computational results show

that the use of the greed coefficient improves the quality of heuristic solution significantly. For the small-

sized instance given in Example 3.1, a solution with its objective value being 13 (that is, it is an optimal

solution) was found with α = 0.5.

4.2.2. Repeated applications of LP-based heuristic
The assignment of daily modes, λH

pit, for each culturing day i, to zH
t units that start on day t can be myopic

in that Procedure 1 (cf., lines 6 - 10) and Procedure 2 (cf., lines 18 - 26) assign daily modes in ascending

order of their losses. If the assignment of daily modes can be altered in such a way that more units can

be possibly accommodated, the quality of heuristic solutions can be further improved. One possible way

is starting from a different LP solution for a better chamber assignment considering the on-hand heuristic

solution (λH , zH). To do that, we add the following bound constraints to PDM.

zt ≥ zH
t , ∀t ∈ T ,

to get an LP solution at least as good as the heuristic solution with possibly more efficient chamber assign-

ment. Since it is expected that daily modes with positive LP solution values are more likely to be used in

an optimal solution, applying both Procedure 1 and Procedure 2 again may yield a better heuristic solution.

Our computational results show that this strategy also improves the quality of heuristic solution. For the

small-sized instance given in Example 3.1, a solution with its objective value being 13 (that is, it is an

optimal solution) was also found.

4.3. Improved LP-based Heuristic
By employing two improvement strategies given in the previous subsections, we devised an improved

LP-based heuristic, ImprovedLPbasedHeuristic(A, itrs), which is described in detail as Algorithm 2, where

the first argument A is a given set of greed coefficients and the second one is a given limit on the number

of repeated applications. When applying the greed coefficient α, the performance of the algorithm may

vary depending on the value of α. Therefore, it can be more effective to select the best one among those

heuristic solutions obtained by applying ControlledAugment(â,Q, α) for multiple α values (lines 11 - 13

of Algorithm 2). That is why a set of greed coefficients is given as an argument. In our computational

experiments, we could get high quality solutions when A := {0.1, 0.2, 0.3, 0.4, 0.5}.
Furthermore, the quality of heuristic solutions can be further improved by applying repeated appli-

cations of RoundAdjust(λLP, zLP) and ControlledAugment(â,Q, α) with different LP solutions until no

further improvement is possible or the number of iterations reaches a given limit (itrs). Hence, Algorithm

2 is devised accordingly (lines 4 - 21). If we set A := {1} and itrs := 1, then Algorithm 2 is the same as

Algorithm 1.

5. Computational Experiments

In this section, we present the results of our computational experiments. General experimental settings

are described in section 5.1, and then the computational performance of the proposed integer optimiza-

tion model is tested in section 5.2. In section 5.3, the performance of the LP-based heuristic algorithm is

presented. Finally, we analyze the sensitivity of the computational performance of the LP-based heuristic

algorithm to input parameters related to the characteristics of the stem cell culture process and resource

configuration in section 5.4.
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Algorithm 2: ImprovedLPbasedHeuristic(A, itrs)

1 Q(i, t) ← list of daily modes in the set P(i, t) sorted in ascending order of loss, ∀i ∈ I, i ∈ T
2 Q ← {Q(i, t) : ∀i ∈ I, t ∈ T }
3 counter ← 0, bestval ← 0, improved ← 0

4 repeat
5 counter ← counter + 1

6 Solve the LP-relaxation of PDM and get an optimal solution (λLP, zLP)

7 (λRA, zRA) ← RoundAdjust(λLP,Q)

8 for t ∈ T and r ∈ R do
9 ârt = art −∑i∈I

∑
p∈P(i,t−i+1) vp

r λ
RA
pi(t−i+1)

10 end
11 for α ∈ A do
12 (λα, zα) ← ControlledAugment(â,Q, α)

13 end
14 α̂← argmaxα∈A

∑
t∈T zαt

15 if bestval <
∑

t∈T (zRA
t + zα̂t ) then

16 improved ← 1

17 λH ← λRA + λα̂, zH ← zRA + zα̂
18 bestval ← ∑t∈T zH

t

19 add the constraints zt ≥ zH
t , ∀t ∈ T to PDM

20 end
21 until (improved = 0) or (counter > itrs)
22 return (λH , zH)
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Figure 6: An example of a step function representing a cell lot profile generated with b = 2

5.1. Experimental settings
The subsequent computational tests were conducted on artificially generated instances which reflect real

situation as closely as possible. First, for the planning horizon, we consider three alternatives in sections

5.2 and 5.3, i.e., τ = 90, 180, and 360 days. In our practical experience, the planning horizon was up to

six months. The reason that we consider the planning horizon of 360 days in our experiments is to test the

performance of the proposed model and heuristic algorithm on larger-sized instances. For the sensitivity

analysis in section 5.4, we set τ = 180 days.

For the specifications of the stem cell culture process of the given therapeutic product, the number of

culturing days (D) is set to 29, i.e., I := {1, . . . , 29}. The number of cell lots for each culturing day, which

we call a cell lot profile hereafter, is generated as follows. The numbers of cell lots on the first and the last

culturing days, l1 and lD, are set to 20 and 120, respectively, and then, the number of cell lots on the other

culturing days are set as the following method. As described in section 1, the number of cell lots jumps on

each of a couple of culturing days (see Figure 3). Hence, we randomly choose four different culturing days,

i1, i2, i3, and i4, such that 1 < i1 < i2 < i3 < i4 < D. Then, the number of cell lots, li, for each culturing day

i ∈ I, is specified as the following step function similar to the one given in Figure 3:

li =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

f (1) if 1 ≤ i < i1,
� f (iδ)	 if iδ ≤ i < iδ+1 for δ = 1, 2, 3,

f (D) if i4 ≤ i ≤ D,
(5)

where f (i) for i ∈ [1,D] is an increasing function defined as

f (i) = (lD − l1)
( i − 1

D − 1

)b
+ l1, (6)

with b > 0 being a given growth parameter. Among many possible values of b, a cell lot profile generated

with b = 2 is more similar to the one we encountered in practice so that we used b = 2 for the experiments

given in sections 5.2 and 5.3. Figure 6 shows an example of a cell lot profile generated with b = 2 that

shows the resulting li values when i1 = 12, i2 = 16, i3 = 24, and i4 = 27. For the sensitivity analysis in

section 5.4, instances with various values for b are tested.

To mimic the configuration of a real-world manufacturing facility, we assume that we have tens of

incubators, each of which consists of two chambers of type 1 and four chambers of type 2, i.e., n = 2 and
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Table 1: Headings and their meanings of Table 2

lpval the optimal value of the LP-relaxation

bestval the value of the best integer solution obtained at termination

bound the best upper bound at termination

lpgap (lpval - bestval) × 100 / (lpval) %

mipgap (bound - bestval) × 100 / (bound) %

#node the number of generated nodes in the branch-and-cut tree

lptime the total time spent in solving the LP-relaxation in seconds

total the total time spent in solving the formulation in seconds

#opt the number of instances for which an optimal solution was found out of 10 instances

R := {1, 2}, and the sum of capacities of all chambers of an incubator (2c1+4c2) is equal to the number of cell

lots on the last culturing day (lD). We also assume that there are no on-going culture processes started before

the first day of the planning horizon, and N incubators are available at all times. Hence, all the chambers are

available for the entire planning horizon for our computational experiments, i.e., a1t := 2N and a2t := 4N
for all t ∈ T . Instances with N = 20 and 40 are generated and tested. Let us call a combination of c1 and

c2 a capacity configuration, and denote it as (c1, c2) hereafter. For the experiments given in sections 5.2

and 5.3, we set (c1, c2) = (24, 18), which is more similar to that in practice. For the sensitivity analysis in

section 5.4, we also tested for other capacity configurations.

To test the computational performance of PDM in section 5.2, we implemented a code in C# language

using the branch-and-cut routine provided by Xpress 8.9 (Xpress, 2020) with its default parameter setting.

The proposed LP-based heuristic algorithm was also implemented in C# language using the LP routine

provided by Xpress 8.9. Finally, all the computational experiments were conducted on Intel Core 3.10 GHz

PC with 16GB RAM.

5.2. Performance of the integer optimization model
We first tested the computational performance of PDM with the test instances generated as follows.

First, 10 cell lot profiles are generated according to the method described in section 5.1 with b = 2. As

mentioned in section 5.1, three values (τ = 90, 180, and 360 days) for the planning horizon, two values for

the number of incubators (N = 20 and 40), and one capacity configuration (24, 18) were considered. Then,

each combination of a cell lot profile, τ, N, and a capacity configuration corresponds to one test instance,

so that 60 instances are generated and tested.

For each of those generated instances, we can find a trivial feasible solution, which we call the naive
solution. As described in section 5.1, six chambers (2 chambers of type 1 and 4 chambers of type 2) of each

incubator can accommodate lD cell lots at the same time. Hence, if we use each incubator exclusively for

one unit for the entire culturing duration, we have a feasible solution with the objective value of � τD	 × N.

In our computational tests, we used the objective value of the naive solution as the initial lower bound of

the branch-and-cut algorithm. For each instance, we also set a time limit of 3,600 seconds. The results are

reported in Table 2 whose headings from the third column are described in Table 1. Each row of the table

reports the average values of the performance of PDM over 10 instances for each combination of τ and N.

From the column ‘lpgap’, we can see that the LP-relaxations of PDM provides strong upper bounds to

the extent that the relative gap to the best integer solution obtained at the termination of the branch-and-cut

algorithm ranges from 1.0% to 4.6%. It is also shown in the column ‘lptime’ that the LP relaxation of PDM

can be solved very quickly within 0.1 to 0.6 seconds.

Due to strong upper bounds of the LP-relaxation, the branch-and-cut algorithm with PDM shows good

performance in solving test instances. From the column ‘mipgap’ showing the relative gap between the
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Table 2: Computational performance of PDM

Test set Branch-and-cut algorithm (Xpress with default settings) Time

τ N lpval bestval bound lpgap mipgap #node lptime total #opt

90 20 105.2 103.4 103.8 1.7 0.4 302,165.0 0.1 1,119.0 7

40 210.4 208.4 209.0 1.0 0.3 723,248.3 0.1 1,825.3 6

180 20 238.1 230.6 237.3 3.1 2.8 127,313.6 0.2 3,600* 0

40 476.2 468.0 475.5 1.7 1.6 90,195.9 0.2 3,600* 0

360 20 504.0 480.8 503.4 4.6 4.5 3,547.4 0.6 3,600* 0

40 1,007.9 984.9 1,007.3 2.3 2.2 1,686.6 0.6 3,600* 0

(*) : No integer optimal solution was found within the given time limit of 3,600 seconds.

best integer solution and the best bound obtained at the termination of the branch-and-cut algorithm, it is

observed that optimal or near-optimal solutions were found for all the instances within 1 hour. However,

from the column ‘#opt’ representing the number of instances for which an optimal solution was found within

an hour, we see that it is still hard to find optimal solutions for test instances with τ = 180 and τ = 360

within the time limit.

5.3. Performance of the LP-based heuristic algorithm
Now, the performance of the proposed LP-based heuristic algorithm with the same 60 instances used

in the previous subsection is presented in Tables 3 and 4 where each row of the tables reports the average

value over corresponding 10 instances. First, the following four options were tested and compared.

• A1: BasicLPbasedHeuristic (as described in Algorithm 1)

• A2: ImprovedLPbasedHeuristic(A, itrs) with A := {1} and itrs := ∞
• A3: ImprovedLPbasedHeuristic(A, itrs) with A := {0.1, 0.2, 0.3, 0.4, 0.5} and itrs := 1

• A4: ImprovedLPbasedHeuristic(A, itrs) with A := {0.1, 0.2, 0.3, 0.4, 0.5} and itrs := ∞
The results are shown in Table 3. In the table, the headings ‘obj’, ‘time’, ‘iter’, and ‘%imp’ refer to the

objective value of the obtained heuristic solution, the computation time in seconds, the number of times the

outer loop (lines 5 - 20 of Algorithm 2 is repeated, and the percentage improvement of the objective value

in comparison with that obtained by A1, respectively. The results demonstrate that the two improvement

strategies greatly improve the performance of the basic LP-based heuristic algorithm. In particular, the

impact of the introduction of the greed coefficient α (cf., section 4.2.1), reported in the column ‘A3’, is

greater than that of repeated applications of LP-based heuristic (cf., section 4.2.2), reported in the column

‘A2’. Note also that the performance improvement over the basic LP-based heuristic is greatest when both

of the two improvement strategies are used together as shown in the column ‘A4’. However, since the

difference of the objective value between A3 and A4 is very small, it is advisable to use A3 in practice that

can find heuristic solutions in a relatively shorter time.

The results in Table 3 show that the LP-based heuristic algorithms find feasible solutions very quickly

(within about 10 seconds for instances with τ = 360). Moreover, Table 4 shows that the improved LP-based

heuristic algorithm not only has the advantages of short computation time, but also shows very good solu-

tion quality. Note that the heuristic solutions reported in the table were obtained by applying A3. In the

table, ZLP and ZBES T denote the values from the columns ‘lpval’ and ‘bestval’ in Table 2, respectively. ZRA
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Table 3: Performance improvement of LP-based heuristic algorithms

Instance A1 A2 A3 A4

τ N obj time iter obj %imp time obj %imp time iter obj %imp time

90 20 93.1 0.3 2.7 94.3 1.29 0.4 100.9 8.38 0.4 2.0 100.9 8.38 0.5

40 197.2 0.3 2.5 198.4 0.61 0.4 205.8 4.36 0.4 2.1 205.9 4.41 0.5

180 20 191.6 1.1 4.4 205.6 7.31 1.5 225.6 17.75 1.7 2.1 225.7 17.80 2.3

40 425.9 1.1 3.5 435.6 2.28 1.4 463.3 8.78 1.7 2.0 463.3 8.78 2.3

360 20 387.2 3.5 4.4 423.6 9.40 4.6 473.5 22.29 6.8 2.1 474.2 22.47 9.7

40 886.7 3.5 3.3 911.1 2.75 4.3 976.8 10.16 6.9 2.2 977.3 10.22 10.3

Table 4: Solution quality of the LP-based heuristic algorithm (A3)

Instance Solution quality

τ N ZRA/ZLP ZAG/ZLP ZH/ZLP ZH/ZBES T

90 20 72.4% 23.5% 95.9% 97.6%

40 85.8% 12.0% 97.8% 98.8%

180 20 59.6% 35.1% 94.8% 97.8%

40 78.6% 18.7% 97.3% 99.0%

360 20 52.2% 41.7% 94.0% 98.5%

40 75.1% 21.8% 96.9% 99.2%

and ZAG represent the objective values obtained from RoundAdjust(λLP,Q) procedure and ControlledAug-

ment(â,Q, α) procedure, respectively. Recall that the final heuristic solution is computed as the sum of the

solutions obtained from these two procedures, i.e., ZH = ZRA + ZAG (the column ‘obj’ of ‘A3’ in Table 3).

In the table, the columns ‘ZH/ZLP’ and ‘ZH/ZBES T ’ show the percentage of the optimal objective value of

the solutions obtained by the improved LP-based heuristic algorithm relative to the optimal objective value

of the LP-relaxation of PDM and that relative to the objective value of the best integer solutions obtained

within 1 hour by solving PDM, respectively.

Since the optimal solutions are not known for most of the test instances, we compared the quality of

heuristic solutions based on the optimal objective value of the LP-relaxation of PDM and the best integer

solutions obtained by solving PDM. When compared to the optimal objective value of the LP-relaxation of

PDM which is greater than the optimal objective value, the heuristic solutions show a quality of approxi-

mately 94.0 to 97.8%. We can also see that our heuristic solutions are comparable (approximately 97.6 to

99.2%) to those best integer solutions obtained by solving PDM for 1 hour, which implies that our heuris-

tic algorithm can be successfully used in practice to find good quality solutions quickly. In addition, the

columns ‘ZRA/ZLP’ and ‘ZAG/ZLP’ show the qualities of solutions obtained from RoundAdjust(λLP,Q) pro-

cedure and ControlledAugment(â,Q, α) procedure, respectively, compared to the optimal objective value

of the LP-relaxation of PDM. The results show that the quality of ZRA declines with the increase in the length

of the planning horizon τ and the decrease in the number of incubators N. However, it can be seen that the

worse the performance of RoundAdjust(λLP,Q) procedure, the greater the improvement of the solution by

ControlledAugment(â,Q, α) procedure.

5.4. Sensitivity analysis
We analyze the sensitivity of the performance of the proposed LP-based heuristic along with the strength

of the upper bound provided by the LP-relaxation of PDM to the change of the growth parameter b and the

capacity configuration.
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Figure 7: Illustration of function f (i) for different b values

In the previous computational experiments, the cell lot profile of each instance was generated according

to functions (5) and (6) with b = 2, and the capacity configuration (c1, c2) of each instance was set as

(24, 18). To analyze the impact of the growth rate of cell lots, we generated 10 cell lot profiles according

to functions (5) and (6) for each b ∈ {0.25, 0.5, 1, 2, 4}. Figure 7 illustrates the function f (i) defined as

(6) for a number of different b values. Note that 10 cell lot profiles with b = 2 are the same profiles as

those used in the previous experiments. Next, to evaluate the impact of the capacity configuration, we

tested 9 capacity configurations (c1, c2) from a configuration with c1 = c2, (20, 20), to one with c1 =

3c2, (36, 12), as depicted in Figures 8 and 9. As mentioned in section 5.1, we assume that one incubator

consists of 2 chambers of type 1 and 4 chambers of type 2, and 2c1 + 4c2 = 120. The first capacity

configuration, (20, 20), is actually the case where there is only one type of chambers. For the tests, we set

τ = 180 and N = 40. For each combination of b and a capacity configuration, 10 instances are tested using

ImprovedLPbasedHeuristic(A, itrs) with A := {0.1, 0.2, 0.3, 0.4, 0.5} and itrs := 1.

Figure 8 shows how the quality of heuristic solution changes according to the change of b and (c1, c2).

The solution quality is measured by ZH/ZLP, and the average value over 10 instances for each combination

of b and (c1, c2) is reported. We observe that the proposed heuristic algorithm is capable of finding good

quality solutions for most of the tested combinations. Note that since the unknown optimal values are less

than ZLP, if the heuristic solutions are compared with the actual optimal solutions, the percentage values

reported in the figure are likely to be better. It also shows that the upper bounds, ZLP, are tight. Except

for the cases of (c1, c2) = (36, 12) with b = 1 and b = 0.5 (94.9% and 95.2%, respectively), the average

solution quality was over 96%. The results show that as c1/c2 increases, the solution quality tends to slightly

decrease. However, it can be said that the performance of our algorithm is quite robust to the choice of b
and (c1, c2) with respect to the solution quality. Through a closer examination of this trend, we were able to

observe that the loss of a daily mode increases and the number of daily modes decreases as c1/c2 increases.

Moreover, the number of daily modes is relatively smaller especially when c1 is an integer multiple of c2,

e.g., (20,20), (30,15), and (36,12). Since the LP-relaxation of PDM basically will try to (fractionally) use

daily modes to minimize losses in those cases, the gap between ZH which is constructed with a relatively

small number of daily modes with relatively larger losses and ZLP tends to increase. However, it might be

the case that ZLP is relatively less tight compared to the objective value of unknown optimal solution when

c1/c2 is large and c1 is an integer multiple of c2.
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Figure 8: Quality of heuristic solution compared to the LP-relaxation of PDM

The amount of computation time to solve the LP-relaxation of PDM and that taken by the proposed

LP-based heuristic algorithm are depicted in Figure 9, where the average value over 10 instances for each

combination of b and (c1, c2) is reported. First, it can be seen that the proposed heuristic algorithm runs

very fast to the extent that it solves the tested instances for each combination of b and (c1, c2) within about

2 seconds. It can be said that the performance of our algorithm is also quite robust to the choice of b and

(c1, c2) with respect to the computation time. From the figure, we also see that the LP solution time and

the heuristic solution time show similar trends since the heuristic algorithm is based on solving the LP-

relaxation of PDM. We observed that, as b decreases, the number of daily modes increases, and thus the

number of decision variables of PDM increases, so that the LP solution time and the heuristic solution time

tend to increase. Also, the capacity configuration, (c1, c2) greatly influences the solution time. Specifically,

as c1/c2 increases, the number of daily modes decreases as mentioned before. This reduces the number of

decision variables of PDM, and thus the LP solution time and the heuristic solution time decreases. Notice

also that, the LP-relaxation of PDM and our heuristic algorithm run much faster when c1 is an integer

multiple of c2 because in this case the number of daily modes are relatively smaller.

6. Concluding Remarks

In this paper, we presented a novel scheduling problem, the stem cell culturing problem (SCP), which

arises in the emerging stem cell therapy industry. We formally defined the SCP, analyzed its characteristics,

and showed that the problem is theoretically strongly NP-hard in general. Based on the concept of a daily

mode, an integer programming model (PDM) was formulated and computationally tested. Computational

experiments showed that the LP-relaxation of PDM gives a strong upper bound on the optimal objective

value of the SCP to the extent that the average optimality gap (relative to the best integer solution found

with PDM) of the LP-relaxation of PDM over all the 60 test instances was 2.40% (cf., ‘lpgap’ in Table 2).

With the help of strong upper bounds provided by the LP-relaxation of PDM, the branch-and-cut algorithm

of a state-of-the-art optimization solver was able to find optimal or near-optimal solutions for all 60 test

instances within 1 hour. The average optimality gap (relative to the upper bound at termination) of the

best integer solution at termination over all the 60 test instances was 1.97% (cf., ‘mipgap’ in Table 2). To
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Figure 9: Computation time for each combination of growth parameter b and a capcity configuration (c1, c2)

find provably good solutions quickly, we proposed an LP-based heuristic algorithm which utilizes optimal

solutions to the LP-relaxations of PDM and iterative augmentation. To mitigate the greedy nature of an

initially devised basic LP-based heuristic algorithm, two improvement strategies were proposed, based on

which an improved LP-based heuristic algorithm was finally proposed. The improved LP-based heuristic

algorithm showed good computational performance. It could find quality solutions within a few seconds

(cf., Table 3). The average quality of solutions over all the 60 test instances relative to the LP-relaxation

of PDM was 96.11% and that relative to the best integer solutions found with the branch-and-cut algorithm

with PDM was 98.48% (cf., Table 4). Moreover, the computational performance of the proposed LP-based

heuristic algorithm and the LP-relaxation of PDM was robust to the change of the growth parameter of the

cell lot profile and the capacity configuration. Therefore, the proposed integer optimization model PDM and

the improved LP-based heuristic can be readily used in practical situations.

The results of our study can be utilized in a number of ways. First, the proposed integer optimization

model and the improved LP-based heuristic algorithm can be used for the primary purpose of this study, i.e.,

planning stem cell culture schedules for production of the stem cell therapeutic product in a manufacturing

facility in practice. In an existing practice we have experienced, a manager manually determined a schedule

and updated it periodically with the help of spreadsheet software. From a comparative evaluation, we

have found that the productivity of a manufacturing facility could be improved up to 20% compared to

the existing schedules. For example, for a manufacturing facility consisting of 20 incubators, schedules

obtained by our approach accommodate an average of 48 units per month, whereas existing schedules

culture an average of 40 units per month. Second, the proposed model and algorithm can be used in making

investment decisions of a manufacturing facility by simulating the productivity according to the number

of incubators, the capacity configuration, and so on. Since the autologous stem cell therapy industry is at

its early stage, new therapeutic products will be developed, and the characteristics of equipment and the

operational policies will also evolve. For example, multiple types of therapeutic products with different

characteristics could be produced in one manufacturing facility in the near future. In this situation, the stem
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cell culture schedules need to be established and updated considering the product mix reflecting product

demand. In the presence of those possible changes, our results can also serve as a step stone to cope with

additional considerations.

Finally, the following topics can be further studied in the near future. First, from a theoretical point

of view, to devise methods including strong cutting planes to further strengthen the LP-relaxation of PDM

is one way to improve the computational performance of PDM. Second, optimization models and efficient

algorithms to plan a culture schedule which is robust to the unexpected unavailability of resources (e.g.,

unscheduled breakdown of incubators) can be further studied. The proposed methods in this study can be

used in a reactive manner to re-plan schedules in those situations. However, robust schedules taking into

account uncertain events can be helpful for the efficient proactive operation in practice.
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Wȩglarz, J., Józefowska, J., Mika, M., & Waligóra, G. (2011). Project scheduling with finite or infinite number of activity

processing modes - a survey. European Journal of Operational Research, 208, 177–205. doi:10.1016/j.ejor.2010.03.037.

Xpress (2020). Xpress 8.9. URL: http://www.fico.com/en.

Zhu, G., Bard, J. F., & Yu, G. (2006). A branch-and-cut procedure for the multimode resource-constrained project-scheduling

problem. INFORMS Journal on Computing, 18, 377–390. doi:10.1287/ijoc.1040.0121.

26


